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In recent years, distributed software systems have faced a set of new challenges raised by new
Internet-scale distributed systems and highly dynamic infrastructures. Indeed, new kind of highly
dynamic applications such as smart-* and self-adaptive applications, as well as dynamic paradigms
such as Fog-, Edge- or mobile-computing, and their associated dynamic infrastructures have en-
tered the landscape relatively quickly without having programming support mature enough to meet
safety, reliability and software-engineering-related properties. In this context dynamic reconfigu-
ration management is gaining a lot of interest in many areas including languages, model-driven
engineering as well as distributed systems. In this paper, we examine how component-based models
can meet the challenges of dynamic reconfiguration.

1 Context

1.1 Software Components

Modern software systems are inherently concurrent. They consist of components running simul-
taneously and sharing access to resources provided by the execution platform. These components
interact through buses, shared memories and message buffers, leading to resource contention and
potential deadlocks compromising mission- and safety-critical operations. Essentially, any soft-
ware entity that goes beyond simply computing a certain function, necessarily has to interact and
share resources with other such entities.

Software components have been designed to provide composition frameworks raising the level of
abstraction compared to objects or modules. Components split the application programming into
two phases: the writing of basic business code, and the composition phase, or assembly phase,
consisting in plugging together instances of the basic component blocks. Component models
provide a structured programming paradigm, and ensure a very good re-usability of programs.
Indeed, in component applications, dependencies are defined together with provided functionalities
by the means of ports; this improves the program specification and thus its re-usability. Some
component models and their implementations additionally keep a representation at runtime of the
components structure and their dependencies. Knowing how components are composed and being
able to modify this composition at runtime provides great adaptation capabilities as this allows the
component system to be reconfigured. For example the application can be adapted, e.g. to evolve
in the execution environment, by changing some of the components taking part in the composition
or changing the dependencies between the involved components. Reconfiguring a system consists
in changing the configuration while a system is running. In particular, reconfiguring a system
not only consists in changing the parameters configuring the system, but also changing the set of
entities that constitute a system and their dependencies.

The term software components is sometimes taken with different acceptations, we want here
to accept a very flexible definition of components: we can call components both very structured
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‖Université Côte d’Azur
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component systems (like CCM, Fractal [5], ...) and classical module systems, but also software
packages, etc. All these composition systems are of interest, but depending on their structure,
more or less adaptation capabilities, and more or less guarantees can be provided.

1.2 Distributed systems

In distributed systems, reconfiguration takes even more importance as the structure of components
can also be used at runtime to discover services or adapt components in order to move them and
execute them at a new location. Also the local configuration of the software entities takes a special
meaning in a distributed settings as each software might need to be adapted (i.e., configured) to
run on a new machine. In a distributed system, configuring a system consists in deploying this
system, i.e. in placing each of the element of the system at a location, and configuring the hosting
machine so that the software element can run properly. The placement of the entities is generally
the solution of an optimisation problem, while the local configuration often consists in installing
and configuring packages and modules, configuring the operating system, and sometimes running
containers or virtual machines.

Component models are generally adapted for distributed systems but some of them have been
designed specifically to address the challenges of distributed computing, like GCM [3].

2 Research directions

2.1 Formal methods for safe components

Distributed computer systems are by nature heterogeneous and large in scale. Their behavior
depends on the interaction of multiple software components on varied hardware configurations,
making them complex systems that are difficult to fully understand. The possibility to execute
actions in parallel is also one of the main reasons to use a distributed system, but it further adds to
their complexity. As a consequence, the process of configuring, deploying, and reconfiguring these
systems is prone to errors that may result in the system entering an incorrect state, and ultimately
to loss of service. Diagnosing the cause of these errors is often difficult and time-consuming, adding
to their severity.

Testing is often inadequate for this type of system, as the nature of the components and
their composition is not always known during development. Even when those elements are fixed,
errors often depend on the timing of interactions between components, or on specific workload
and network conditions, and are thus unlikely to be discovered by testing.

To ensure the correctness of component systems, a more promising approach relies on formal
methods that offer strong generic guarantees about the systems. These methods are based on an
abstraction of the system, which is checked against an agreed upon specification given in a formal
language. The granularity of the abstraction may range from a very coarse model of the system
– useful to describe matters of interoperability between components – to a much more detailed
semantic model for a given programming language, used to characterize the execution of a specific
component or application.

Since domain experts are not always available to provide behavioural models of components,
methods and tools are required that would extract these (semi-)automatically.

In this domain, we identify the following challenges:

• the design of modelling frameworks incorporating various paradigms but capable of sufficient
detail to describe specific properties of a model or a given application and allowing one to
reason on both the runtime component behaviour and the software structure;

• the design of tools based on formal methods for proving properties on such abstract models;

• (semi-)automatic generation of models from the component source or binary code;
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• the design of integrated higher-abstraction level formal tools to help in the design of safe,
fault tolerant and efficient reconfiguration of distributed software [7, 11, 14, 9, 2].

• Furthermore, traditional solutions that are practiced today for modelling distributed systems
impose static structure and partitioning [1]. To support dynamic system behaviours, we
need a theoretical foundation for systems modelling and analysis to deal with the potential
dynamic reconfiguration. The theory and the tools should also integrate multiple system
aspects including robustness, safety, and security.

2.2 Safe autonomic components

The ability to reconfigure components at runtime requires design methods in order to construct
managers for the decision and control of when to reconfigure, and towards what next configurations.
Such self-adaptation managers are the object of Autonomic Computing [10], where a feedback loop
monitors evolutions and – based upon a representation of the managed system – takes decisions
which are implemented by reconfiguration actions. Challenges concern:

• the design of components to be observable and controllable w.r.t. adaptation policies, which
can be related to some activities in the GdR RSD;

• the design of run-time monitoring techniques to detect deviations between components and
their models at run-time;

• the design of the decision and control, that can involve a variety of approaches, from rule-
based programming to Machine Learning, or models and techniques from Control theory
[13], which can be related to some activities in the GdR MACS;

• the decentralization of decision and control when facing large-scale geo-distributed infras-
tructures such as Fog and Edge computing for scalability reasons and to avoid single points
of failure in the autonomic process (related to the GdR RSD);

• the design of a reliable reconfiguration control process, such that when model or architec-
tural invariants are violated or when hardware crashes at runtime, recovery and rollback
mechanisms can be applied. A transactional approach has been studied in the past [12] and
should be generalised for any components models in the context of large scale distributed
system.

2.3 Separation of concerns in reconfiguration

When designing a distributed software system, both in its development and management aspects,
multiple actors are involved: (1) developers who are responsible for designing and coding a set
of modules or components, and responsible for the design of their composition; (2) sysadmins
who are system administrators responsible for upkeeping, configuring, and testing multi-users
computer systems such as servers or Clouds; and (3) end-users of the distributed software system
or application. As a reconfiguration is a runtime adaptation of a software system, modifications
are dynamically applied and may impact one or multiple steps of the initial design. Thus, multiple
actors are also involved in a reconfiguration process or in the design of an autonomous system.
Enhancing the separation of concerns in the reconfiguration process is an important topic that
raises, among others, the following challenges:

• the design of new reconfiguration-oriented programming paradigms such that reconfiguration
interfaces and APIs are exposed to future other actors of the reconfiguration, and such that
unpredicted reconfigurations could be handled later on;

• the design of reconfiguration models and languages at the DevOps level where sysadmins are
faced to reconfiguration cases while not having much information on the internal behavior
of each component to reconfigure nor their interactions [8, 6, 4] (related to the GdR RSD);
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• the design of coordination models to handle multiple and possibly concurrent reconfiguration
aspects (e.g. energy, security, etc.).

• the design of high-abstraction level languages and tools for the expression of QoS (Quality
of Service) and QoE (Quality of Experiment) from the end-user viewpoint, and the asso-
ciated translation to a coordinated and safe reconfiguration process driven by the different
QoS/QoE aspects.
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